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Experimental Studies on Selective Encryption 
of Text using both Fixed and Variable Key and 

Results Thereof 
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 Selective Encryption has been studied by different researchers as a technique for speeding up encryption and 

decryption processes [1, 2].The security level of a selective encryption scheme depends on the appropriate 
selection of part of the message to be encrypted. Again, according to Shannon, to achieve perfect security [3] 
the key must vary from session to session. In this paper, an experiment has been made to apply Shannon’s 
scheme of variable key with selective encryption. The research aim is to get speed advantage without 
deteriorating the security level.   Experimental results indicate the superiority of selective encryption with 
variable key over the selective encryption with fixed key in terms of resistance to differential attack. 

 
Key words: Selective Encryption, Perfect security, Differential Attack, Automatic variable 
key 

 
1. INTRODUCTION 
 
Any encryption system is evaluated 
primarily on the basis of two parameters 
namely (i) security level it provides (ii) 
the speed of encryption and decryption. 
Selective encryption is the process of 
encrypting a small portion, called 
selected blocks of data/message,  
keeping the remaining portion 
unencrypted as shown in figure 1.The 
security of the selective encryption 
scheme is primarily depends on the 
selection criteria of the blocks to be 
encrypted. In this work we have done an 
experiment on texts where a block 
selected for encryption is chosen by an 
algorithm based on occurrence of 
keywords in that block [2]. Not 
encrypting the whole data/message 
decreases the security level of the 

encryption process. To compensate the 
decrease of security level due to the  
 
 
selective encryption, a protocol is used 
to vary the key for encrypting the 
different blocks. The variation of keys is 
due to implementation of Shannon’s 
theory of perfect security [4]. 
 
 
 
 
 

 
 
 
 
 
 
 

Encryption 
Algorithm 

1-r part 

Link

Figure 1: Selective encryption Scheme of 
Message M.

r part 

M 
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2. REVIEW OF PROTOCOL 
FOR VARYING THE KEY 
IN ENCRYPTING 
DIFFERENT SELECTED 
BLOCKS 

 
With brevity the basic idea is illustrated with 
an example. Suppose n bit key will be used 
for encryption and transmission of m 
selected blocks from a source, A to a 
destination, B (fig2). We assume n=2c.We 
propose that many or all keys of the whole 
key space of 2n shall be used in the session, 
unlike a single key as in DES and AES (or a 
single key pair as in RSA). For this, whole 
key space will be divided into several 
groups each of n bits. Total number of 
groups will be then 2n / n equals to say 2p , 
where p+c = n. At the beginning of the 
session, A will select any data of n bits 
(except a data made of all 0s) called Key for 
Key Selection, KKS (Say KKS0). It will be 
sent to B under existing RSA encryption. n 
bits KKS0  is  made of  p group bits and 
another c bits. Keys selection for subsequent 
messages will be indicated by the position of 
1’s in KKS0 in the group defined by p. The 
positional indication is as follows: 1 in RMB 
(Right Most Bit) position, 1 in one but RMB 
position … and 1 in LMB (Left Most Bit) 
position will refer respectively to first, 
second ….and last key of the group. If there 
are l such keys, first (l-1) keys will be used 
for first (l-1) messages and last key for 
transmission of second KKS, (say KKS1). 
The process will continue till the 
transmission of the all messages is made. 
Fig 2 illustrates the scheme with n=4.. When 
n=4, c=2, key space (2n) =16, number of 
groups = 2n / n (= 22) and p=2. Session is 
supposed to transmit messages, m0, m1, …, 
…mi… As the KKSs are secret, the secret 
keys, ks exchanged under the protocol will 
remain secret and only known to sender and 
receiver. The proposed protocol is a typical 
key agreement protocol for time variant key  

 
 
Fig. 2 Protocol of time variant key selection 
& exchange in the proposed scheme 
 
3. ALGORITHM FOR 

SELECTION OF BLOCKS 
FOR ENCRYPTION 
 

In the work we employ the variable key as 
explained in section 2 with selective 

KKS0 = 1011 sent under RSA  
 

m0 is ciphered under k0  
(k0  =1000) 

m1 is ciphered under k1  
(k1  =1001) 

KKS1 is ciphered under k2 

(k2  =1011) 

Key Selection   Key Space 
   10  1 1                   0000 
group                        0001 
                                 0010 
                                 0011 
                                 0100 
                                 0101 
                                 0110 
                                 0111 
                                 1000 
                                 1001 
                                 1010 
                                 1011 
                                 1100 
                                 1101 
                                 1110 
                                 1111 

………
……… 

A B
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encryption. We apply algorithm proposed 
elsewhere [2] and as given below. 

 
Algorithm: I 
 
1. Input Key Words for the message of N 

words (say, n number of keywords is 
given). Find frequency of occurrence 
of each keyword in whole of the 
message, fi (i=1 to n) 

2. [Say, the DES encrypts blocks each of 
M words (M<N). So there are k 
blocks where k=N/M]. Find frequency 
of occurrence of each keyword in each 
block, Fij (i=1 to n, j=1 to k) 

3.  If Fij  {fi.(1/k)} for any one, more or 
all keywords, i.e , i=1 to n, the jth 
block will be encrypted in DES, 
otherwise not.  

4. Repeat (3) for all blocks, j=1 to k. 
When j=k, the proposed scheme of 
encryption is complete.  

 

 
4. EXPERIMENTAL 

RESULTS 
 
Experiments are undertaken on three 
data sets as given below. First three 
datasets are selectively encrypted; 
selection of a block to be encrypted is 
chosen based on frequency of keywords 
present using the algorithm mentioned in 
section 3. Then using the same algorithm 
with the same key words we have 
selectively encrypted the three datasets 
with the variable key agreed according 
to the protocol mentioned in section II. 
A parameter weighted average of 
frequency of occurrence of repeated 
cipher data is used to compare the output 
ciphers. It is a reasonable entity as it 
provides an average representation of 
repetitions. In each case we have 
measured the weighted average of 
frequency of symbols in the generated 
cipher using the formula: Weighted 
Average=   (Number of units * Freq) / 

(Total number of Unit).The results are as 
shown in Table 1. 
 
Dataset 1 
 
01 12 13 24 01 01 12 23 01 11 12 
35 16 45 12 11 01 35 12 21 46 aa 
55 91 11 21 13 41 65 91 21 45 aa 
10 12 13 31 41 21 55 91 01 12 13 
24 01 01 12 23 01 11 12 35 16 45 
12 11 01 35 12 21 46 aa 55 91 01 
12 13 24 01 01 12 23 01 11 12 35 
16 45 12 11 01 35 12 21 46 aa 55 
91  65 bb 01 13 41 46 45 12 aa 
aa 10 23 34 45 11 23 44 23 34 45 
16 34 23 12 11 11 23 34 16 19 20 
12 34 
 
Dataset 2 
 
01 12 13 24 01 01 12 23 01 11 12 
35 16 45 12 11 01 35 12 21 46 aa 
55 91 11 21 13 41 65 91 21 45 aa 
10 12 13 31 41 21 55 91 01 12 13 
24 01 01 12 23 01 11 12 35 16 45 
12 11 01 35 12 21 46 aa 55 91 01 
12 13 24 01 01 12 23 01 11 12 35 
16 45 12 11 01 35 12 21 46 aa 55 
91  65 bb 01 13 41 46 45 12 aa 
 
Dataset 3 
 
12 23 34 45 12 34 67 78 12 34 45 
34 56 12 34 88 aa 11 22 12 23 34 
11 01 11 12 23 34 23 45 67 10 11 
32 34 12 34 23 34 11 26 46 57 13 
67 45 34 10 23 aa 1a 67 90 23 45 
bb 
Table 1: Weighted Frequency of plain text and 
cipher text using fixed and variable selective 
encryption 
 
Data 
set# 

Weighted 
Frequenc
y of 
characte
rs  in 
the 
plaintex
t 

Weighted 
Frequency 
of 
characters  
in the 
selectivel
y 
encrypted 
cipher 

Weighted 
Frequenc
y of 
characte
rs  in 
the 
selectiv
ely 
encrypte
d cipher 
with 
variable 
key 

1 5.21 1.53 1.3483 
2 5.05 1.476 1.17 
3 2.66 1.21 1.09 
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From the results given in table 1, it is found 
that for all the three dataset, the weighted 
frequency of repeated in data / message in 
case of selective encryption with variable 
key is reduced. It therefore indicates that the 
selective encryption scheme with variable 
key scheme is a better encryption technique 
in terms of resisting differential attack. 
 

5. CONCLUSIONS 
 
The experimental results indicate the 
superiority of selective encryption with 
variable key over selective encryption on 
fixed key in terms of the resistance to 
differential frequency attack. 
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Abstract-A scheme of time variant key is 
proposed. In the scheme, many different 
keys are used for different messages as 
required in achieving perfect security. The 
enhanced security provided by the proposed 
scheme is discussed, analyzed and 
experimentally verified. 
 
Index terms- Perfect Security, Time Variant 
Key, Brute Force Attack, Differential 
Frequency Attack 
 

I. INTRODUCTION 
 
The design of an efficient cryptography that 
provides achievable highest level of 
security[1] is an important area of 
investigation. Secured transfers of 
information over network done by two basic 
techniques of cryptography are secret key 
cryptosystem and public key cryptosystem. 
Respective examples of each of these are 
DES and RSA. Till date cryptosystems use a 
single secret and/or a pair of secret & public 
key. The fundamental research of 
Shannon[2] defines a perfect secrecy 
theorem to provide highest level of secrecy. 
In the perfect secret theorem keys used for 
encryption/decryption are made to vary from 
sessions to sessions or from messages to 
messages. With reported failures[3] of so far 
known efficient cryptosystems namely DES, 
RSA and even AES and with ever growing 
computing power available for attack, there 

is necessary to design cryptosystems with 
perfect secrecy. The requirement of many 
keys in perfect security system is a great 
research challenge as it needs unique key 
exchange protocol between a sender and a 
receiver for exchanging many different keys 
for many messages. Without loss of 
generality many keys of perfect secret 
theorem may be termed as time variant key 
for transmission of many messages reaching 
over time, requiring a key for each of 
messages. Time variant key was 
implemented by Bhunia[4,5]. By the name 
Automatic Variable Key(AVK), Bhunia 
proposed a scheme where different multiple 
keys are used for different data. In AVK, 
keys from data to data are exchanged 
between a source and a destination by the 
process of a computation between a previous 
key and a previous data. Experimental 
works on AVK verify that AVK reduces the 
effect of differential frequency attack. In the 
current work we propose a new technique 
for realizing Time Variant Key. The 
proposed technique reduces differential 
frequency attack as well as brute force 
attack. 
 

II. BASIC IDEA 
 
With brevity the basic idea is illustrated with 
an example. Suppose n bit key will be used 
for transmission of m messages from a 
source, A to a destination, B (fig1). We 
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assume n=2c.We propose that many  or all 
keys of the whole key space of 2n shall be 
used in the session , unlike a single key as in 
DES and AES (or a single key pair as in 
RSA). For this, whole key space will be 
divided into several groups each of n bits. 
Total number of groups will be then 2n / n 
equals to say 2p , where p+c = n. At the 
beginning of the session, A will select any 
data of n bits (except a data made of all 0s) 
called Key for Key Selection, KKS (Say 
KKS0). It will be sent to B under existing 
RSA encryption. n bits KKS0  is  made of  p 
group bits and another c bits. Keys selection 
for subsequent messages will be indicated 
by the position of 1’s in KKS0 in the group 
defined by p. The positional indication is as 
follows: 1 in RMB (Right Most Bit) 
position, 1 in one but RMB position … and 
1 in LMB (Left Most Bit) position will refer 
respectively to first, second ….and last key 
of the group. If there are l such keys, first (l-
1) keys will be used for first (l-1) messages 
and last key for transmission of second 
KKS, (say KKS1). The process will continue 
till the transmission of the all messages is 
made. Fig1 illustrates the scheme with n=4.. 
When n=4, c=2, key space (2n) =16, number 
of groups = 2n / n (= 22) and p=2. Session is 
supposed to transmit messages, m0, m1, …, 
…mi… As the KKSs are secret, the secret 
keys, ks exchanged under the protocol will 
remain secret and only known to sender and 
receiver. The proposed protocol is a typical 
key agreement protocol for time variant key 
 

III. ANALYSIS 
 
Out of several attacks, two important attacks 
are brute force attack and differential 
frequency attack. We analyze the proposed 
scheme under these attacks. 
 
Brute force attack 
When a single key is used, as in existing 
technique, the probability of success of brute 
force attack,  
 

P0 = m / 2n  

 

When multiple keys are used as in proposed 
scheme, the probability of success of brute 
force attack:  
 
P1 = (m/k) / 2n   when k < 2n <= m  
    != 1    so long (m/k)< 2n   

 

where k = number of different keys used in 
the protocol 
 
It is seen that P1 < P0 when k>1. 
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Fig. 1 Protocol of time variant key selection 

& exchange in the proposed scheme 
 
An estimate of k will be as follows: We 
assume KKSs are selected with equi 
probability. This is a reasonable assumption 
as KKSs are independent to each other, and 
there is no preference for choice. Under the 

assumption, different time variant keys 
equal to the number of 1s present in whole 
key space, N: 
 

n
n

N
n

n




 

22 1

2
         (1) 

 

as total number of bits equals to n
n2 out 

of which 50% are 1s. Out of total N, number 
of keys used for transport of KKS except the 

first one is .12 n
 Thus the total number, k 

of time variant key used in the proposed 
protocol is given as: 

)1() 22(
1


 nn

nk        (2) 

where k is not necessarily the different keys 
alone, but may also include some keys of the 
key space used in repetition. 
 
As a proof of equ(2), table I is referred to. 
 
Table I: Proof of equ.(2) 
n Key 

Space 
with 
groups 

Estimate of k 
obtained from pen & 
paper technique 

k from 
equ.(2) 

2 00 
01 
……. 
10 
11 
 

From first group 
only one key is 
available but that is 
used for KKS. 
From second group 
two keys are 
available but one 
key  is used for 
KKS, thus one key 
is left for message 
 
Total = 1 key for 
message 

1 

4 0000 
0001 
0010 
0011 
…… 
0100 
0101 

One key, four keys, 
four keys and eight 
keys respectively 
from first, second, 
third and fourth 
group, are available.  
 

17 

KKS0 = 1011 sent under RSA  
 

m0 is ciphered under k0  
(k0  =1000) 

m1 is ciphered under k1  
(k1  =1001) 

KKS1 is ciphered under k2 

(k2  =1011) 

Key Selection   Key Space 
   10  1 1                   0000 
group                        0001 
                                 0010 
                                 0011 
                                 0100 
                                 0101 
                                 0110 
                                 0111 
                                 1000 
                                 1001 
                                 1010 
                                 1011 
                                 1100 
                                 1101 
                                 1110 
                                 1111 

………
……… 

A B
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0110 
0111 
…… 
1000 
1001 
1010 
1011 
……. 
1100 
1101 
1110 
1111 

Total =17 keys for 
message ( It may be 
questioned that how 
17 keys are used 
when maximum key 
space is 16. This is 
due to repeated use 
of few keys in 
groups particular 
with more1s) 

8 …… ……….. 769 
 
The value of k increases with n, and as such 
superiority of the proposed scheme will 
enhance with higher size of n. Table I 
predicts this promising picture of the 
proposed technique. For example when n=8, 
number of keys (including repeated key over 
messages/ time out of total different key of 
256) is as high as 769. 
 
The superiority of the proposed scheme over 
existing scheme is also established by 
comparing the average number of trials 
required to break a key under the schemes 
using key exhaustion algorithm. In existing 
single key scheme the average trials required 

is ,12 n
 whereas in the proposed scheme 

it is )1()1( 22  kn
that is much higher 

than that of existing scheme When k=1, both 
becomes same and one as it must be. 
 
Differential Frequency Attack 
Repetitions of data and characters in 
messages of plain text result in repetitions of 
codes in cipher when a single key is used. 
Repeated codes in cipher are the source of 
differential frequency attack. Use of 
different many keys reduces this source of 
differential frequency attack in cipher, 
thereby making the proposed scheme 
superior to existing scheme. This is due to 
use of different keys in the proposed scheme 
for making cipher for the repeated data or 
characters of plain text. 

 
We perform experiments on two sets of 
messages having repeated characters in plain 
text. For experimental purpose we took each 
character as a message. Cipher was 
generated using (i) DES with single key 
under existing scheme and (ii) DES with 
multiple keys under proposed scheme. We 
measure and compare the repetitions of 
codes in cipher in the two schemes with a 
parameter of weighted frequency. The 
results obtained are shown in the table II. It 
is found that in both data sets, the proposed 
technique is superior to existing technique. 
As weighted frequency of plain text 
increases the superiority of the proposed 
scheme enhances. 
 
Table II: Comparison of weighted frequency 
in different schemes 
 
                 Weighted Frequency in 
Plain Text Existing 

scheme with 
single key 

Proposed 
scheme with 
many keys 

9.60 1.63 1.59 
4.88 1.263 1.263 
 
 
              IV. CONCLUSION  
 
This paper proposes a scheme for the 
support of time variant key, a version of 
achieving perfect secret scheme. The results 
show that the scheme improves the security 
level of cryptosystem. 
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Abstract – The paper present the design and development of a 
compact, low cost and light weight dual band patch antenna, 
which can operate in dual resonant frequencies in C band and 
Ku band. The designed antenna gives an operating range of 7.238 
to 7.489 GHz for C band and 13.952 to 14.437 GHz for Ku band. 
The rectangular patch antenna was initially designed with a 
resonant frequency of 7.5 GHz which is C band using pec. 
Performance of the designed antenna has been improved to 
operate in Ku band by adding meta-material concept in the 
design by removing a square slot from the patch which provided 
a resonant frequency of 7.4 GHz at C band and 14.1 GHz at Ku 
band and thus results in an antenna which can operates in both 
C and Ku band. The designed antenna is simulated using Ansoft 
HFSS, a FEM based simulator and antenna’s characteristics 
such as Return loss, Gain, Directivity, VSWR are reported in this 
paper. 

 
Index terms - Patch antenna, Rogers RT/Duroid substrate, Return 
loss, VSWR, Radiation pattern, Axial ratio, Ansoft HFSS simulator. 

I. INTRODUCTION 
Microstrip patch antenna has become a perfect choice for 

communication system mostly in the field of RFID 
applications because of the capability to integrate with 
microwave circuits. These types of antenna are well suited for 
WLAN applications [1]. With the increase in demand and 
market for wireless communication, most of the fastest and 
robust WLANs (e.g. IEEE 802.11) start to operate in the C 
band, so that reliable and high speed connection can be 
obtained. These two bands are mostly used for long-distance 
radio telecommunications [2]. For satellite communication 
purposes, C band offers better services under adverse weather 
conditions compared to Ku band. Most of the Radar systems 
and its applications use relatively high power Transmitters and 
Receivers, so it is made to operate on a band which is not used 
for other services. Ku band place themselves greatly in the 
field of satellite communications mostly for fixed and 
broadcast services [3]. We consider some basic criteria of 
design such as Return loss, Gain, Directivity, VSWR and 
Radiation pattern. Microwave towers, mobile services, mobile 
satellite services, radio location service and radio navigation 
operate in the Ku band to provide high speed connectivity and 
reliability. Ku band offers several advantages such as 
flexibility to a user, cheaper and enables smaller antennas 

because of using higher frequency and a focussed beam. This 
band has some disadvantages too such as, in case of heavy 
rainfall areas when operating at a frequencies greater than 10 
GHz, rain fade occurs, which degrade signal quality. The 
antenna type designed radiates due to the fringing fields 
between the patch edge and the ground plane [4]. 

The patch antenna presented in this paper consists of a 
radiating patch on the top of a dielectric substrate and a 
ground plane on below side as shown in the Fig.1.  

 

 
 
Fig.1 Simulation model of dual band patch antenna. 
 

II. THEORY AND DESIGN 
The designing of an antenna based on Microstrip patch 

requires a huge calculations and considerations such as width 
(W) and length (L) of the antenna, the effective dielectric 
constant (∈ୣ୤୤ሻ based on the substrate used, effective (∆L) and 
actual (L) patch length [5]. The design antenna model given in 
this paper can be betterly used in a communication system 
especially for C band applications when used with a bandpass 
filter having center frequency of C band range [6].  

The antenna is design on an RT/Duroid 5880(tm) substrate 
with relative permeability of 2.2, loss tangent of 0.0009 and a 
thickness (height) of 0.05mm. A Microstrip line is used as a 
feed point which must be located at that point on the patch 
such that input impedance is 50Ω for the resonant frequency 
used. So a trial and error method is used in the design for 
different position of the feed point and then return loss (S11) 
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is compared and found a point along the length of the patch 
for feed where S11 is most negative. The patch used for 
radiating is a perfect electric conductor (pec) usually made up 
of copper or gold [7]. The antenna is designed with 
implementation of some meta-material concept in the patch 
such as forming slots [8]. 

It is found and to be noted that, while designing a 
rectangular patch, the length (L) of the patch is usually 0.333 
λ0 < L < 0.5 λ0, where λ0 is the free space wavelength [9]. Also 
the patch thickness (t) is selected such that t << λ0 and height 
of the dielectric substrate (h) is usually 0.333 λ0 < h < 0.5 λ0 
[10], [11]. The designed antenna has an estimated length (L) 
and width (W).  

The length and width of the patch antenna can be calculated 
using equations (1), (2), (3) and (4) [12]. 

 

                                  W ൌ
େ

ଶ୤బ
ට

ଶ

∈౨ାଵ
                                   (1) 

 
Where, f଴=7.5 GHz, ∈௥=2.2 

 
The effective dielectric constant based on the substrate 

height (h=0.05mm) used, can be calculated as. 
 

                          ∈ୣ୤୤ൌ
∈౨ାଵ

ଶ
൅

∈ೝିଵ

ଶ
ቀ1 ൅ 12

୦

୛
ቁ                  (2)  

 
The effective patch length (∆L) can be calculated using. 
 

                          
∆୐

୦
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౓

౞
ା଴.ଶ଺ସቁ
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                      (3)  

 
And the actual patch length (L) is given by. 
 

                                         L ൌ
େ

ଶ୤౨ඥ∈౛౜౜ିଶ∆୐
                          (4) 

 
The Table.1 represents the dimensions and properties for 

different materials used in the design shown above in Fig.1. 

TABLE I.  DIMENSION OF DUEL BAND PATCH ANTENNA 

 

III. RESULTS 
The design antenna’s behaviour and characteristics was 

simulated using Ansoft HFSS. The Return loss of an antenna 

measured the reflected energy from a transmitted signal. The 
larger the value, the less energy is reflected. The Fig.2 shown 
below depicts a results in return loss of -19.229 at 7.4 GHz 
and -16.234 at 14.1 GHz respectively. 

The centre frequency for an antenna is selected as the one 
at which return loss (S11) is minimum. From the Fig.2 shown 
below, the centre frequencies operating at C band and Ku 
band are 7.4 GHz and 14.1 GHz respectively. The antenna 
operating frequency range obtained for C band is 7.23 to 7.48 
GHz and for Ku band is 13.95 to 14.43 GHz. 

  

 
Fig.2 Return loss vs. frequency 
 

The impedance bandwidth and percentage bandwidth for 
the proposed antenna can be calculated using equation (5) and 
(6) given below. 

 
    Impedance bandwidth ൌ Fୌ െ F୐                                       (5) 

 

 Percentage bandwidth ൌ ቀ
୊ౄି୊ై

ଶ୊ి
ቁ ∗ 100                            (6)  

 
   Where, Fୌ ൌUpper cut-off frequency 

                               F୐ ൌLower cut-off frequency 
 
Now for operating frequency 7.23 to 7.48 GHz i.e. for C 

band, the Impedance bandwidth is 0.25 GHz and percentage 
bandwidth is 1.68 %. For operating frequency of Ku band i.e. 
13.95 to 14.43 GHz, the impedance bandwidth is 0.48 GHz 
and percentage bandwidth is 1.7 %. 

The above calculated results for C band and Ku band states 
that the design antenna can be used for narrow band 
applications. The Fig.3 shown below depicts information 
related to antenna impedance matchings. The VSWR obtained 
from the plot for C band is 1.9 at 7.4 GHz and for Ku band is 
2.7 at 14.1 GHz.  

The smith chart showing scattering parameter S11, Gain 
and Directivity of the proposed antenna are shown below in 
Fig.4, 5 and 6 below respectively [13]. It is seen that Gain and 
directivity of the proposed antenna is 7.25 dBi and 7.32 dBi 
respectively. 

 

Materials Used Dimension In Millimetre(Mm) 
Properties Purposes Position Size  
Air Boundary -5 ,-5 ,-5.794 X=38.1 Y=42 Z=10.794 

PEC 
(Perfect 
Electric 
Conductor) 

Ground 0 ,0 ,-0.794 X=28.1 Y=32 Z= -0.05 
Patch 7.825 ,8 ,0 X=12.45 Y=16 Z=0.05 
Slot 9,10,0 X=4 Y=4 Z=0.05 

Rogers 
RT/Duroid5
880 (Tm) 

Dielectric 
Substrate 

0 ,0 ,0 X=28.1 Y=32 Z=-0.794 

Rectangular 
Sheet 

Lumped 
Port 

10.937, 0,  
-0.844 

Axis=Y X=2.46 
Z=0.844 
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Fig.3.  VSWR vs. frequency plot 

 
 

 
Fig.4.  Smith chart showing S11 vs. Frequency 

 

 
Fig.5.  Patch antenna with gain 7.2 dBi 

 
Fig.6.  Patch Antenna with Directivity 7.3 dBi 

 
The Radiation pattern of an antenna defines the directional 

dependence of the signal strength. It also represents the far 
field graphically as a rectangular or polar plot. Axial ratio 
shown below in Fig.9 defines the electromagnetic radiation 
and antenna polarization. The far field radiation pattern, 3D 
rectangular and polar radiation plot and axial ratio of the 
proposed antenna have been shown below in Fig.7, 8 and 9 
respectively. 
 

 
Fig.7.  Radiation pattern of the antenna 
 

 
Fig.8.  3D Rectangular and Polar plot of the antenna 
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Fig.9.  Axial ratio value in dB at 7.5 GHz 

 

IV. CONCLUSIONS 
The parameters of an antenna such as Return loss, VSWR, 

Gain, Directivity and Radiation pattern have been obtained. 
From the above theories and discussions included in this paper, 
it is found that the results obtained for the model after 
simulations shows a good agreement and can be a good 
approach for C band and Ku band narrow band applications. 
The operating frequencies obtained for the proposed antenna 
is 7.4 and 14.1 GHz, which covers the C band and Ku band 
respectively and provides good result in terms of bandwidth.  
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ABSTRACT 

Papaya ( Carica papaya L ) a popular fruit crop, cultivated throughout the tropical and subtropical region in the 
world for its highly nutritious fruits. Fruits are rich in vit. A and vit. C, minerals and unripe fruits contain papain a 
protiolitic enzyme used in medicinal and industrial purposes. Areas under papaya have decreased due to highly 
susceptibility of the crop to Papaya ring spot virus (PRSV). None of the commercial varieties found to resistance to 
PRSV. However, screening of germplasm for identifying the field tolerant lines of papaya was carried out with 
disease intensity score, viz. 0-1: apparently healthy, 1.1-2.0: moderately resistance, 2.1-3.0: moderately susceptible, 
3.1-4.0: susceptible, 4.1 and above highly susceptible. Among the 22 genotypes evaluated in HRS, farm in Mondouri, 
BCKV, Local Selection-1 have disease tolerant capacity with 0.5 disease intensity score. The germplasm Local 
Selection-1 produced 45.05 kg/plant in 1st year and 25.12 kg/plant in 2nd year. 

   INTRODUCTION 

Papaya ( Carica papaya L ) a popular fruit crop, grown in many parts of the world for its delicious fruit and for 
extraction of its digestive constituent papain. In India, among different fruit crops grown, papaya cultivation 
ranks fifth with regards to area and production. The major constrain in cultivation of papaya is its susceptibility 
to a number of disease and particularly the disease caused by a strain of Papaya ring spot virus (PRSV-P). This 
disease has posed a major threat to papaya cultivation throughout India by rendering orchards economically 
unproductive. PRSV infection occurs in every region irrespective of the agro climatic condition and disease can 
result in crop losses up to 85-90% (Lokhande et al, 1992; Hussain and Verma, 1994). Most of the commercial 
varieties grown in India are susceptible to PRSV. In this study, identification of field tolerant genotypes from 
the germplasm collection was carried out.     

MATERIALS AND METHODS 

The experiments were carried out at Horticulture Research Station, Mondouri, BCKV, Mohanpur, Nadia. Seeds 
of 22 papaya genotypes were sown in seedbed during February 2009. The experiment was laid out in 
Randomised Block Design with three replications. The 45 days old seedlings were transplanted in the main field 
at 2x2 m distance. Before transplanting, the land was prepared following proper agronomic practices. All 
recommended package of practices were followed during the crop season for raising a healthy crop. 

Observations were taken during the cropping period of 1st and 2nd year and disease intensity scoring was given 
based on the symptoms in leaves and stems as per the scale developed by Dhanem (2006). The scale consists of 
five levels based on the symptoms exhibited by the plant. 

Intensity score Reaction 
0.0-1.0 Apparently healthy 
1.1-2.0 Moderately resistant 
2.1-3.0 Moderately susceptible 
3.1-4.0 Susceptible 

4.1 and above Highly susceptible 
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RESULTS AND DISSCUTION 

The results of the screening experiment revealed that out of 22 germplasm screened, none of them were found 

resistant but showed different degree of disease intensity during the study period and symptoms appeared on 

leaves, stems, petioles and fruits. 

During 1st year, the intensity of disease in the germplasm ranged from 0.5 to 4.60. Among them, the germplasm 

Local Selection 1 registered the lowest score of 0.5, followed by Local Selection 2 (1.1) and Shillong (1.2) with 

moderate field resistance. The lines such as Surya (4.8), Red Lady (4.6), Pusa Dwarf (4.25) and Pusa Nanha 

(4.0) registered the highest disease intensity score thus classified as highly susceptible.The genotypes classified 

as moderately resistant to moderately susceptible in 1st year became susceptible to highly susceptible in 2nd year 

except Local Selection 2, Sel 42 AC F1 and Shillong. 

Wide range of  yield variation was found in the lines were only moderately resistance to susceptible during 1st 

year. The lines which are classified as highly susceptible showed reduction in yield during the 1st year itself. The 

genotype Local Selection-1recorded the highest yield of 45.05 kg/plant/year followed by Shillong 

(43.22kg/plant/year). The lines which fall under the category of highly susceptible viz., Surya and Red Lady 

registered the lowest yield of 2.8 kg/plant  and 9.49 kg/plant respectively. There was a drastic reduction in yield 

in susceptible and highly susceptible lines in 2nd year compared to 1st year. The yield performance of highly 

susceptible lines ranged from 1.9 kg to 4.98 kg and susceptible lines was 2.39 kg to 6.72 kg during the second 

year.    

The disease intensity scored in 2nd year ranged from 0.25 to 4.9. Local Selection 1, Local Selection 2, Sel 42 AC 

F1 and Shillong showed a disease tolerant capacity in 2nd year. 

None genotype except Local Selection-1showed a better yield (25.12 kg) in 2nd year.Leaf size and flower 

production continued throughout the cropping season but in case of highly susceptible cultivars were crinkled, 

filiformed and size was very much reduced and growth was arrested. 

Among all the 22 genotypes tested in 2nd year Local Selection-1 and Shillong found PRSV tolerant capacity 

with better yield potentiality and it will reconfirmed by testing in different locations and seasons for its tolerance 

against PRSV. 
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Table 1. Reaction of papaya germplasm to PRSV infection under field condition. 

Sl.no. Genotype First year Second year 
Disease 

intensity 
score 

Reaction Yield/plant Disease 
intensity 

score 

Reaction Yield/plant

1 CO-3 3.75 S 18.20 4.2 HS 11.30 
2 Surya 4.8 HS 2.80 4.9 HS 1.90 
3 Pau-Selection 2.9 MS 6.63 3.2 S 4.63 
4 Pusa-Dwarf 4.25 HS 17.01 4.75 HS 7.67
5 Red-Lady 4.6 HS 9.49 4.75 HS 6.41

6 Bangalore-
Dwarf 3.2 S 13.41 3.0 S 9.37 

7 Local 
Selection-1 0.5 AH 45.05 0.25 AH 25.12 

8 Local 
Selection-2 1.1 MR 10.88 0.75 AH 5.14 

9 Sel42ABF1 1.8 MR 14.08 3.25 S 2.75 
10 Sel42ACF1 1.5 MR 30.92 1.0 AH 5.24 
11 Pusa-Nanha 4.0 HS 14.72 4.2 HS 4.98 

12 Pusa-
Delicious 2.5 MS 14.87 3.0 S 6.28 

13 Shillong 1.2 MR 43.22 1.0 AH 14.85 
14 Farm-Seln 2.5 MS 6.58 2.75 MS 2.05 
15 CO-2 2.0 MR 10.71 3.0 MS 3.14 
16 CO-5 2.25 MS 12.54 3.25 S 3.23 
17 CO-6 3.0 S 19.88 3.25 S 6.30 
17 CO-7 3.5 S 9.08 3.5 S 4.70 

19 Ranchi 
Selection 1.75 MR 7.82 3.15 S 3.08 

20 KNR-
Selection 2.8 MS 6.65 3.5 S 2.39 

21 Coorg Honey 
Dew 2.0 MS 15.29 3.8 S 6.72 

22 Thailand 3.0 S 10.93 3.5 S 3.39 
 

HS=Highly susceptible, MS=Moderately susceptible, S=Susceptible, MR=Moderately resistance, 
AH=Apparently healthy 
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Abstract— Password based authentication schemes have been 
widely used to verify the legitimacy of a user over an insecure 
communication channel. A common feature among most of the 
published schemes is that user’s identity (ID) is static in all the 
transaction sessions, which may leak some information about the 
user and can create risk of identity theft during message 
transaction. Therefore, to provide user anonymity, many 
dynamic ID based remote users authentication schemes have 
been proposed. Recently, Khan et al. proposed an efficient and 
secure dynamic ID based remote user authentication scheme and 
claimed that their scheme can provide strong security against 
various attacks. In this paper, we have demonstrated that Khan 
et al.’s scheme is vulnerable to server spoofing attack and insider 
attack, and has some flaws in login and authentication phase as 
well.  

Keywords— Dynamic ID; Authentication; Cryptography; User 
anonymity and Smart card  

I.  INTRODUCTION  
Recently, the popularity of computer networks and 

fast progress of computer technologies on a multiuser system 
make feasible the sharing of expensive resources. However, 
sharing may cause some undesirable phenomena such as 
unauthorized access and inconsistent status of shared resources. 
Therefore, password-based authentication schemes have been 
widely adopted to protect the resources from unauthorized 
access. In conventional password based authentication system, 
the server maintains a password table to verify the user’s login 
request as, for example, Lamport’s scheme [1] and some 
modified schemes such as those of Lemon et al. and Yen et al. 
[2-3]. But due to the storing of password table, it became more 
expensive for maintaining and if attacker changes the entry of 
the table by any means, then whole system will be damaged. 
To reduce such cost for protecting and maintaining the verifier 
table on remote system, many smart card based remote user 
authentication schemes [4-13] have been proposed. A common 
feature among most of the user authentication schemes is that 
the user’s identity is static, which may leak some information 
about the user and create risk of ID-theft during the message 
transmission over an insecure channel. To overcome such risk 
of ID theft or user impersonation, in 2004, Das et al. [14] 
proposed a dynamic ID based remote user authentication 
scheme and claimed that their scheme is secured against replay, 
forgery, password guessing, insider and stolen verifier attacks. 

Unfortunately, later on, some researchers [15-17] reveled that 
their scheme is no longer secure as they claimed and then 
further proposed some improved remote user authentication 
schemes, which overcome from all the above stated drawbacks. 
Moreover, recently Wang et al. [18] showed that Das et al.’s 
scheme does not provide mutual authentication and cannot 
resist server spoofing attacks as well and then proposed a 
dynamic ID based remote user authentication scheme and 
claimed that their scheme is more efficient and secure than 
existing schemes. But In 2010, Khan et al. [19] have pointed 
out the weaknesses of Wang et al.’s dynamic ID based remote 
user authentication scheme. He showed that Wang et al.’s 
scheme is vulnerable to insider attack, does not preserve user 
anonymity, no provision for revocation of lost or stolen smart 
card and no support for session key agreement during 
authentication process. To overcome the identified problems, 
they have further proposed an enhanced smart card based 
authentication scheme and claimed that it improves all the 
identified weaknesses of Wang et al.’s scheme and is more 
secure and robust for real life use. Unfortunately, during our 
research, we found that Khan et al.’s scheme is not as much 
secured as they claimed and has some drawbacks. In this paper, 
we demonstrate that Khan et al.’s scheme is vulnerable to 
server spoofing attack and insider attack, and has some flaws in 
login and authentication phase as well. The rest of this paper is 
organized as follows. We have given a brief review on Khan et 
al.’s scheme and demonstrate vulnerabilities of Khan et al.’s 
scheme, in section II and section III respectively. Finally, we 
complete this paper with conclusion in section IV. 
 

II. REVIEW OF KHAN ET AL.’S SCHEME 
 

 Khan et al. [18] proposed a dynamic ID based remote 
user authentication scheme in which the remote server does not 
need to maintain any verification table. Due to simplicity, 
computational efficiency and proven security, they used simple 
hash function to propose their scheme. The scheme consists of 
five different phases namely: registration, login, authentication, 
password-change and revocation of stolen smart phase. Here, 
we explain the registration, login and authentication phase 
only, because we will use them to carry out the security 
analysis. Table 1 describes the notations used in this paper. 
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TABLE I.        NOTATION 

Notation Description 
Ui User i 

PWi Password of user i 
IDi Identity of user i 
S Authentication server 

h(.) A secure one way hash function 
CIDi Dynamic ID of user i 

x The master secret key maintained by registration centre 
y The secret number generated by registration center  
⊕ Exclusive-or operation  

       ║ Message concatenation 

 

A. Registration Phase 

 This phase is invoked whenever user Ui initially 
registers or re-registers to the authentication server S. N 
denotes the number of times a user Ui registers to 
authentication server S. This value of N is used to revoke a 
smart card in case of theft or stolen and its value is stored in 
users Ui account database on the authentication server S. The 
secret keys x are securely stored in the authentication server S. 
The following steps are performed to complete the registration 
phase: 

 
1) Ui chooses his IDi and PWi and generates a random 

number r and computes RPW = h(r║PWi).  
2) Ui submits his IDi and RPW to the S over a secure 

channel.  
3) S checks the registration credentials of Ui and verifies 

whether his chosen IDi is already in the database or not. 
If IDi already exists in the database, S intimates Ui to 
choose another IDi. In addition, S checks the registration 
record of Ui and if Ui is a new user then S sets value of N 
= 0, otherwise if Ui is re-registering in the system then S 
sets N = N+1 and stores the values of IDi and N in the 
database. 

4) S computes J = h(x║IDU), where IDU = (IDi║N). 
5) S computes L = J⊕RPW.  
6) Then, S issues smart card to Ui which contains values of 

L and y over a secure channel.  
7) Ui securely stores random number r in the smart card.  

 
B. Login Phase  

 
 When Ui wants to login to S, user inserts his/her 
smart card in the terminal and inputs his IDi and PWi, then 
Smart card performs the following steps: 

 
1) Computes RPW = h(r║PWi) and J = L⊕RPW, where 

random number r is securely pre-stored in the smart card.  
2) Acquires the current timestamp T and computes C1 = 

h(T║J).  
3) Generates a random number d and computes an 

anonymous ID of Ui by AIDi = IDi⊕h(y║T║d).  
 

 At the end of login phase, Ui sends login message m 
={AIDi, T, d, C1} to S for the authentication process. 

 
C. Authentication Phase 
 Upon receiving the login message m, the 
authentication server S performs the following steps: 
 
1) Checks the validity of time stamp with the current date 

and time T'. If (T'-T) ≤ ∆T holds, S accepts the login 
request of Ui, otherwise the login request is rejected.  

2) S computes IDi = AIDi⊕h(y║T║d) and validates, if IDi is 
a valid user’s ID then performs further operations, 
otherwise terminates the operation and informs Ui about 
it. 

3) Checks the value of N in the database and computes IDU 
= (IDi║N). 

4) Computes J = h(x║IDU) and checks whether h(T║J) is 
matched with C1 or not. If they are equal, it means Ui is 
an authentic user and S accepts the login request, 
otherwise the login request is rejected and user is 
informed about the decision.  

5) Computes C2 = h(C1⊕J⊕Ts) and sends the message {C2, 
Ts} to Ui, where Ts is current timestamp of the server.  

6) After receiving the response message from S at time T'', 
Ui checks the validity of time stamp whether (T''–Ts) ≥∆T, 
if not, Ui computes h(C1⊕J⊕Ts) and compares with the 
received C2. If it is same, Ui authenticates the remote 
server S, otherwise terminates the operation. 

7) Lastly, Ui and S share the symmetric session key Sk = 
h(C2⊕J). 

 

III. CRYPTANALYSIS OF KHAN ET AL.’S SCHEME 
In this section, we have demonstrated that Khan et 

al.’s scheme does not withstand server spoofing attack and 
insider attack, and has flaws in login and authentication phase 
as well. 

 
A. Server Spoofing Attack 

 
 Here, we will show that khan et al.’s scheme is 
vulnerable to server spoofing attack. In this kind of attack, the 
attacker can easily impersonate as a server S to cheat Ui and 
gets the secret information from Ui. Assume that the attacker 
Uz is an another legal user, then he/she can get the secret 
information y and L from his/her smart card and intercept the 
login request message m = {AIDi, T, d, C1} between the real 
user Ui and the server S. Then, Uz computes the following 
steps to impersonate as a server and retrieves the information 
from the real user Ui. Note that the secret information x and y 
are used and stored in all legal users’ smart card and Uz knows 
Ui as a newly registered user. 
 
1) Uz inserts his smart card and enters his identity IDz and 

password PWz, then computes the following  
                  RPWz = h(r║PWz) 
                  Jz = L⊕RPWz = h(x║IDUz) 
2) Uz examines all the possible values of x and computes 

h(x*║IDUz) and compares with Jz, where IDUz = 
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(IDz║N). If matched, then Uz successfully extracts the 
server’s secret key x = x*.  

3) IDi = AIDi⊕h(y║T║d), Ji = h(x║IDUi), and calculates 
h(T║Ji) and compares with received C1, after successful 
verification, Uz sends the message C2*= h(C1⊕Ji⊕Ts) 
and Ts to the legal user Ui for mutual authentication. 

4) Upon receiving the mutual authentication message, Ui 
verifies the time interval between Ts and T'', where T'' is 
the timestamp when the mutual authentication message 
is received. 

5) After successful verification, Ui checks whether h(C1⊕Ji 
⊕Ts) is matched with C2* or not. Obviously it will be 
matched because, attacker kept C1, and Ji as it is in C2*.  

 
 As a result, the user Ui authenticates the attacker Uz 
as a server and shares the symmetric session key SK = 
h(C2⊕J) with Uz. 

 
B. Insider Attack 

 
 Here, we have shown that khan et al.’s scheme fails 
to prevent the insider attack. If the attacker is a legal user Uz, 
then he/she can get the secret information y and L from his 
smart card and intercept any previous login request message m 
= {AIDi, T, d, C1}. Attacker extracts the secret value x from 
his/her own smart card by using the steps 1 and 2 of server 
spoofing attack. Cryptanalysis steps works as follows, we 
assume that Uz knows Ui is a newly registered user. 
 
1) IDi = AIDi⊕h(y║T║d), J = h(x║IDUi). Where IDUi = 

(IDi║N).  
2) Acquires the current time stamp T* and computes C1

* = 
h(T*║J).  

3) Generates a random number d* and computes AIDi
* = 

IDi⊕h(y║T*║d*) and creates the forge login request m = 
{AIDi

*, T*, d*, C1
*} to S for the authentication process.  

4) After receiving the message m, server S verifies the 
validity of time interval between T* and T'. After 
validating the time interval, server S goes to the next 
step.  

5) Computes IDi = AIDi
*⊕h(y║T*║d*) and verifies that IDi 

is valid or not. As because kept value of IDi by the 
attacker is same, so server will validate IDi successfully.  

6) S Checks the value of N in the database and computes 
IDU = (IDi║N).  

7) Further computes J = h(x║IDU) and checks whether 
h(T*║J) equals to C1

* or not. Obviously, it will be 
matched and server S authenticates the attacker Uz as a 
legal user and accepts the login request.  

8) S computes C2 = h(C1
*⊕J⊕Ts) and sends the mutual 

authentication message {C2, Ts} to Uz .  
 
 As a result, the server S authenticates the attacker Uz 
as a real user Ui and shares the symmetric session key SK = 
h(C2║J) with the intruder Uz. 
 
 

C. Flaws in Login and Authentication Phase 
 
 In login phase of the Khan et al.’s scheme, the user Ui 
first inserts his smart card into the card reader and enters the 
values of IDi and PWi. The smart card does not verify PWi or 
IDi which has been entered by the users. Thus even if the user 
Ui enters his/her wrong password and/or wrong identification, 
which may be the identification of another registered user, by 
mistake, both the login phase and authentication phase are still 
continued, and finally, at the end of authentication phase, S 
rejects the Ui login request. Therefore, it causes unnecessary 
extra communication and computational overheads during the 
login and authentication phase. The complete scenario of such 
situation is defined as below:  
 Assume that the user Ui enters his/her password and 
identification wrongly like PWi

* (≠PWi) and/or IDj  (≠ IDi) 
respectively. Accordingly, login phase of Khan et al.’s scheme 
works as follow: 
 
1) RPW = h(r║PWi

*) and J = L⊕RPW ≠ h(x║IDU)  
2) C1 = h(T║J) ≠ h(T║h(x║IDU))  
3) AIDi = IDj⊕h(y║T║d)  
     i.e     ≠ IDi⊕h(y║T║d) 
 

 After sending the message m = {AIDi, T, d, C1} to S, 
the server S will compute the following in authentication 
phase. 
 
4) Verifies (T'-T) ≤∆T and proceeds to the next step. 
5) IDj = AIDi⊕h(y║T║d) ≠ IDi  

 
 As IDj is a valid user ID, S verifies IDj successfully 
and checks the value of N in the database of corresponding 
IDj.  

 
6) IDU = (IDj║N) ≠ IDUi  
7) J = h(x║IDU) and checks whether h(T║J) is matched 

with C1 or not.  
 

 There will be mismatch and thus, S will reject Ui’s 
login request message. Hence, the user Ui is totally unaware of 
the fact that he/she has entered wrong password and/or wrong 
identification in login phase. We thus note that if the user’s 
password and identification verification take place at the very 
beginning of login phase, then we can prevent the unnecessary 
extra communication and computational overheads during the 
login and authentication phase 

IV. CONCLUSION 
  Khan et al. proposed a more efficient and secure 
dynamic ID based remote user authentication scheme to 
overcome the security issues found in Wang et al.’s scheme. 
However, we have pointed out Khan et al.’s scheme is not too 
much secure enough and suffered from server spoofing and 
insider attack, and has some flaws in login and authentication 
phase. Therefore, we can design and enhance a new dynamic 
ID based remote user authentication scheme which can 
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provide strong security and will resolve the security issues of 
existing schemes. 
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verses arising from the PP-wave in the near horizon geometry of stack of D5-
branes and from the new isometries of H6 PP-wave background. These branes
are supported by multiple constant Neveu-Schwarz and Ramond-Ramond field
strengths.
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1 Introduction and summary

Gödel universe is a homogeneous rotating cosmological solution of Einstein’s equa-
tions with pressureless matter and negative cosmological constant, which played an
important role in the conceptual development of general theory relativity. In [1] an
M-theory solution of Gödel universe type has been found out and it was shown to
preserve 20 supersymmetries. Furthermore it generates Ramond-Ramond (RR) fluxes
when compactified down to 10-dimensional type IIA string theory. They contain some
unphysical features like the closed time like curves (CTC), but the problem was re-
solved geometrically in [2] in the context of spinning deformation of (D1-D5) system.
Further in [3], it was argued that the principle of holography remedy this problem
and protect the chronology in the Gödel universe background. It was further shown
that they are related to PP-wave background by a T -duality transformation. In this
connection in [4] a large class of solutions were found out in the context of string the-
ory in PP-wave background and corresponding properties of such spacetime including
that of supersymmetries has been analyzed in details both in 10 and 11 dimensions.
These class of solutions were obtained by applying T and S-duality transformations in
the relevant solutions in PP-wave background. The string theory spectrum has also
been studied by invoking the idea of quantization of PP-wave in light cone gauge.
Further it was also noticed that the supergravity solutions of D5-branes in a type
IIB PP-wave background[5] (coming from AdS3 × S3 geometries) after a T-duality
transformation can give new localized D4-brane solutions in the Gödel universe. They
were also obtained by looking at the relevant boundary conditions in the open string
constructions in PP-wave[6] and then applying T-dualities. This generates the mixed
boundary conditions. Also in [7], using the duality described in [3], the string quanti-
zation has been studied in the ten dimensional description of these solutions and yet
another mechanism has been proposed to resolve the CTCs within string theory. In
this paper we would like to obtain new supersymmetric Gödel backgrounds by apply-
ing T-dualities in a class of PP-wave background which was derived from the Penrose
limit on the non-standard intersection of D-branes in supergravities. Indeed in [8]
a large class of PP-wave backgrounds were obtained from the non-standard brane
intersections whose near horizon geometry was essentially Anti-de Siter (AdS). The
resulting PP-waves are shown to be supported by multiple constant RR and NS-NS
field strengths and they are interesting in their own right. These solutions are dif-
ferent from the known near horizon and PP-wave limit of the usual intersecting (like
D1-D5) branes in supergravities. The main difference stems from the fact that in this
case the Harmonic functions of branes depend on the relative transverse space. We
have found out the new Gödel universe backgrounds by applying T-dualities on these
class of PP-wave solutions. We take two examples, the (D1/D5/D5) system and the
D3/D5/D5/ND5/NS5 intersecting brane system and have obtained new Gödel uni-
verse backgrounds. These solutions are different from the known solutions as they
contain multiple RR and NS-NS fields, but keeps the “Gödel structure” is still intact.

1
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Next, we find out some new supergravity solutions of D-branes in type IIA string
theory from the known solutions of D-branes in PP-wave backgrounds1. First we
have taken the example of D5-branes in the near horizon and PP-wave backgorund
of a stack of D5-branes in type IIB string theory. This solution was found in [11] and
was shown to be 1/4 supersymmetric. We apply T-duality and present a D4-brane
solution in Gödel universe (the so-called n = 1 Gödel model) and examine the fate of
unbroken supersymmetry by solving the gravitino and dilatino variations explicitly.
Further we have uplifted this solution to M5-brane in M-theory. Our next example is
a D2-brane in Gödel universe which is obtained from a D3-brane in PP-wave in the
presence of both RR and NS-NS 3 form field strengths found in [10]. The rest of the
paper is organized as follows. In section-2, we find out new supersymmetric Gödel
solutions from intersecting branes whose near horizon geometry are of AdS type. In
section-3, we find out new supergravity solutions for D-branes in Gödel universes from
the corresponding branes in PP-wave backgrounds. Section-4 is devoted to the anal-
ysis of unbroken spacetime supersymmetry. Finally in section-5, we conclude with
some remarks.

2 Gödel Universes from intersecting branes

In this section we will find out new Gödel models from the PP-wave background of
non-standard brane intersections in supergravities. The AdS structure in the near
horizon geometry of such intersections arises from the fact the Harmonic function for
each participating brane depends on the relative transverse space rather than the over-
all transverse space. The first example we consider is the intersecting (D1/D5/D5)-
brane system that couple to three form R-R field strengths in D=10. The relevant
metric and other fields are given by [17]

ds2
10 = G−3/4(FF̃ )−1/4

(
−dt2 + dx2 +GFdy2

i +GF̃dỹ2
i

)
F(3) = eφ ∗ (F̃ dt ∧ dx ∧ d4ỹ ∧ dF−1) + eφ ∗ (Fdt ∧ dx ∧ d4y ∧ dF̃−1)

+ dt ∧ dx ∧ dG−1 , e2φ =
FF̃

G
, G = FF̃ , (2.1)

where yi and ỹi are the coordinates in the relative transverse space of the stack of
D5-branes, F = 1 + Q

y2 , F̃ = 1 + Q
ỹ2 are the harmonic functions of the branes. This

particular solution has the property that the dilaton vanishes. The near horizon
geometry of such a solution is AdS3 × S3 × S3 × S1. The PP-wave geometry was
obtained in [8], after taking a suitable Penrose limit on (2.1) and it is given by

ds2
10 = −2dx+dx− +H(dx+)

2
+

8∑
i=1

dx2
i , F

(RR)
3 = dx+ ∧ Φ(2) ,

1D-brane supergravity solutions in NS-NS and R-R PP-waves have been discussed in, for example
in [5][9][10][11][12] [13][14][15] [16]
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H = −µ2(x2
1 + x2

2)− µ2

2
cos2 α(x2

3 + x2
4)− µ2

2
sin2 α(x2

5 + x2
6) ,

Φ(2) = 2µdx1 ∧ dx2 +
√

2µ cosα dx3 ∧ dx4 −
√

2µ sinα dx5 ∧ dx6 , (2.2)

where α is the angle of rotation between the coordinates of two spheres in the trans-
verse space of branes. We wish to find out the Gödel spacetime of this geometry.
We shall follow the same procudure of getting a Gödel from PP-wave by applying a
T-duality as described in [4]. The first step is to do the following coordinate trans-
formation

x+ = x0 + x9, x− =
x0 − x9

2
, x2k−1 + ix2k → (x2k−1 + ix2k)e−iµkx

+

, k = 1, 2, 3. (2.3)

With the above transformation, the new metric looks like

ds2 = −(dx0)
2

+ (dx9)2 +
8∑
i=1

dx2
i − 2

6∑
i,j=1

Jijxidxj(dx
0 + dx9) , (2.4)

where

J12 = µ = −J21 , J34 =
µ√
2

cosα = −J43 , J56 =
µ√
2

sinα = −J65 . (2.5)

The next step is to apply a T -duality along the x9 direction 2. The new metric and
fields after the T -duality become

ds2 = −(dx0 +
6∑

i,j=1

Jijxidxj)
2 + (dx9)2 +

9∑
i=1

dx2
i , H129 = −F0129 = F12 = −2µ ,

H349 = −F0349 = F34 = −
√

2µ cosα, F0569 = H569 = −F56 = −
√

2µ sinα. (2.6)

This background is different from the known examples of [4]. It is also impor-
tant to note that this background preserves 1/2 supersymmetry only for α = π/4
which is expected from [8]. Our next example is a non-standard intersection of
D3/D5/D5/NS5/NS5 branes. This near horizon geometry was found out to be
AdS3 × S2 × S2 × T 3. The Penrose limit was taken and the resulting pp-wave back-
ground has been written in [8]. We wish to write it once for our future reference

ds2 = −2dx+dx− − µ2
(
x2

2 + x2
2 + 2 cos2 αx2

3 + 2 sin2 αx2
4

)
(dx+)

2
+ dx2

i ,

F+1268 = 2µ , F+36 = H+38 =
√

2µ cosα , F+48 = H+46 = −
√

2µ sinα . (2.7)

For our purpose we will set α = π/4. With this choice, the metric and other fields
can be read off as

ds2 = −2dx+dx− − µ2
4∑
i=1

x2
i (dx

+)
2

+
8∑
i=1

dxi
2 ,

F+1268 = 2µ , F+36 = H+38 = µ , F+48 = H+46 = −µ . (2.8)

2The T-duality transformation can be found out for example in [18]

International Journal On Current 
Science & Technology  l  P - 322 



After applying T -duality along x9 direction as described earlier, we end of with the
following form of the metric and other resultant field strengths as

ds2 = −(dx0 +
4∑

i,j=1

Jijxidxj)
2 + (dx9)2 +

8∑
i=1

dx2
i , H129 = H349 = −2µ,

F0369 = µ = −F0489 , F1268 = F3457 = 2µ , F36 = −µ = −F48 ,

H038 = µ = H938 , H046 = −µ = H946 (2.9)

3 D-brane solution in Gödel Universes

In this section, we would like to write down the D4-brane solutions in the Gödel
universe of n = 2 type presented in [4], which will be used in the next section to
study the supersymmetry. The metric, dilaton and various field strengths of a stack
of D4-branes is given by [4]

ds2 = f
−1/2
4

(
−(dt+ µ

4∑
i=1

Jijx
idxj)2 +

4∑
i=1

(dxi)
2

)
+ f

1/2
4

9∑
m=5

(dxm)2

e2φ = f
−1/2
4 , F12 = F34 = −2µ , H129 = H349 = −2µ , F0129 = F0349 = 2µ ,

Fmnpq = εmnpqr∂rf4 , f4 = 1 +
Ngsl

3
s

r3
, r2 =

9∑
m=5

(xm)2, (3.1)

where J12 = −J21 = J34 = −J43 = 1 and f4 is the harmonic function of the D4-
brane in the transverse five-space. One can observe that the presence of various
field strengths symmetrically along the x1, x2 and correspondingly along the x3, x4

directions. We will see that this structure plays a crucial role in the supersymmetry
analysis of the D4-brane solution. Now we would like to present further examples of
D-brane solution in the Gödel universe models. Our first example is a D4-brane in the
so-called n = 1 Gödel universe model. This is obtained by applying T -duality along
isometry directions of the D5-brane in a PP-wave background that arises from the
near horizon and Penrose limit of a stack of coincident D5-branes and is dual to the
PP-wave background of Nappi-Witten model. The supergravity solution of D-branes
were presented in [11]. In particular the 1/4 supersymmetric D5-brane is written as
[11]

ds2 = f
−1/2
5

(
−2dx+dx− − µ2

2∑
i=1

x2
i (dx

+)
2

+
4∑

a=1

(dxa)2

)
+ f

1/2
5

8∑
m=5

(dxm)2,

e2φ = f−1
5 , F+12 = 2µ, Fmnp = εmnpq∂qf5, f5 = 1 +

Ngsl
2
2

r2
, r =

√√√√ 8∑
m=5

(xm)2 .

(3.2)

4

International Journal On Current 
Science & Technology  l  P - 323 
International Journal On Current 
Science & Technology  l  P - 323 



The spacetime supersymmetry was analyzed by solving the dilatino and gravitino
variations explicitly and it was found out that in addition to the flat space D5-brane
supersymmetry condition if a ‘necessary’ condition Γ+̂ε = 0 acts on the killing spinors,
then all variations are satisfied giving a solution for the spinors which preserves eight
supercharges. Applying a T -duality along x9 as described in the last section, we
get the following form of the metric, field strengths and dilaton for the ‘localized’
D4-brane in Gödel model.

ds2 = f
−1/2
4

(
−(dt+ µ

2∑
i=1

Jijx
idxj)2 +

4∑
a=1

(dxa)2

)
+ f

1/2
4

9∑
m=5

(dxm)2

e2φ = f
−1/2
4 , F12 = −2µ , H129 = −2µ , F0129 = 2µ , Fmnpq = εmnpqr∂rf4 ,

J12 = 1 = −J21 , f4 = 1 +
Ngsl

3
s

r3
, r2 =

9∑
m=5

(xm)2. (3.3)

We have checked that the solution presented above solves all type-IIA field equations.
Next we would like to get a M5-brane solution starting from the D4-brane solution
presented above in the Gödel model. Using the well known relation between the 10d
and 11d metric:

ds2
11 = e−

2Φ
3 ds2

10 + e
4Φ
3 (dx11 + Aµdx

µ)2, (3.4)

where ds2
11 and ds2

10 represent the metric in eleven and ten dimensions respectively,
and Aµ is the one-form field (which is zero in the present case). One can easily see
that the M5-brane solution is given by

ds2 = f−1/3

(
−2dx+dx− − µ2

2∑
i=1

(xi)
2
(dx+)

2
+

4∑
a=1

(dxa)2

)
+ f 2/3

9∑
m=5

(dxm)2 ,

F+129 = 2µ , Fmnpq = εmnpqr∂rf , f = 1 +
Nl3p
r3

, (3.5)

with lp being the eleven dimensional Plank length. In writing down the above solution
in the x+, x−-coordinates, we have made the following change of variables

x1 + ix2 → (x1 + ix2)e−2µx+

. (3.6)

The solution can directly be obtained from the PP-wave solution by uplifting it to
eleven dimensions. Note that in absence of any D-brane charges, if we apply T
dualities along x3 and x4 directions, we get the follwing form of metric and RR fields

ds2 = −2dx+dx− − µ2
2∑
i=1

(xi)
2
(dx+)

2
+

8∑
m=1

(dxm)2 ,

F+1234 = F+5678 = 2µ. (3.7)
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Once again by applying a T -duality along the x9 direction as before we get the
following Godel metric and other field strengths

ds2 = −
[
dt+ µ(x1dx2 − x2dx1)

]2
+

9∑
m=1

(dxm)2

F1234 = F5678 = 2µ, H129 = 2µ , (3.8)

Next we would like to find a D2-brane solution in a Gödel model. The D2-brane can
be obtained by applying a T-duality along a localized D3-brane solution described
in [10]. Note that this D3-brane solution was obtained by applying succssive T -
dualities along the new isometry directions of the localized D5-brane solution of [10]
by following [19]. In stead of going into the detials of construction we present here
the final form of D3-brane solution in the presence of various R-R and NS-NS fluxes
as

ds2 = f
−1/2
3

(
−2dx+dx− − 4µ2[x2

1 + x4
2](dx+)

2
+ dx2

1 + dx2
2

)
+ f

1/2
3

(
dr2 + r2dΩ2

5

)
,

F+31 = F+42 = 2µ , H+41 = H+32 = 4µ , Fmnpqr = εmnpqrs∂sf3 , f3 = 1 +
Ngsl

4
s

r4
,

(3.9)

where f3 is harmonic function in the transverse six space. By applying T -duality
along x9-direction as before, we get the following metric and other field strengths

ds2 = f
−1/2
2

−
dx0 + 2µ

2∑
i,j=1

Jijx
idxj

2

+
2∑
i=1

(dxi)
2

+ f
1/2
2

9∑
m=3

(dxm)2 ,

e2φ = f
1/2
2 , A012 = f−1

2 , F0329 = F0429 = 2µ , F31 = F42 = −2µ ,

H041 = H941 = 4µ = −H129 , H032 = H932 = 4µ , f2 = 1 +
Ngsl

5

r5
, r2 =

9∑
m=3

(xm)2 .

(3.10)

Once again we have checked that the localized D2-brane solution above solves all
type-IIA field equations of motion. Other D-branes and their bound states can be
found out by applying T -dualities along various isometries of the solution presented
here.

4 Spacetime Supersymmetry Analysis

In this section, we will analyze the the fate of the unbroken spacetime supersymmetry
of the D-brane solutions presented above by solving the dilatino and gravitino varia-
tions explicitly. The supersymmetry variation of the dilatino and gravitino fields in
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type IIA supergravity in string frame is given by [20, 21].

δλ =
1

2
(Γµ∂µΦ− 1

12
ΓµνρHµνρ)ε+

1

8
eΦ(5F (0) − 3

2!
ΓµνF (2)

µν +
1

4!
ΓµνρσFµνρσ)ε, (4.1)

δΨµ =
[
∂µ +

1

8
(wµâb̂ −Hµâb̂)Γ

âb̂
]
ε+

1

8
eΦ
[
F (0) − 1

2!
ΓµνF (2)

µν +
1

4!
ΓµνρσF (4)

µνρσ

]
Γµε,

(4.2)

where we have used µ, ν, ρ to describe the ten dimensional space-time indices, and
the hated ones are the corresponding tangent space indices. Solving the Dilatino
variation (4.1) for the D4-brane solution (3.1), presented in [4] we get the following
condition on the spinors to be satisfied

f−5/4f,m

(
Γm̂ +

1

4!
εm̂n̂p̂q̂r̂Γ

n̂p̂q̂r̂
)
ε− 2µf 1/4

(
Γ1̂2̂ + Γ3̂4̂

)
Γ9̂ε

−µf 1/4
(
Γ1̂2̂ + Γ3̂4̂

)
ε− µf−1/4Γ0̂

(
Γ1̂2̂ + Γ3̂4̂

)
Γ9̂ε = 0 (4.3)

Now solving the gravitino variations we get the following

∂0ε = 0, ∂aε = 0, (a = 5, · · · , 9), ∂iε+
µ

2
JijΓ

ĵ9̂ε = 0, (i = 1, · · · , 4) . (4.4)

Note that while writing down the above variations (4.4) we have made use of the
D4-brane supersymmetry condition in flat space(

Γm̂ +
1

4!
εm̂n̂p̂q̂r̂Γ

n̂p̂q̂r̂
)
ε = 0 , (4.5)

and (
1− Γ1̂2̂3̂4̂

)
ε = 0 . (4.6)

By using the above two conditions all the dilatino and gravitino variations are satisfied
leaving only 1/4 of the total spacetime supersymmetry unbroken and is solved by a
constant spinor. Hence the D4-brane solution in the n = 2 Gödel universe model
preserves 1/4 unbroken supersymmetry. Let us now look at the fate of the unbroken
supersymmetry for the D4-brane in n = 1 Gödel model. First, solving the dilatino
variation (4.1), for the D4-brane solution presented in (3.3) we get

f−5/4f,m

(
Γm̂ +

1

4!
εmnpqrΓ

m̂n̂p̂q̂
)
ε− 2µf 1/4Γ1̂2̂

(
Γ9̂ +

1

2
(1 + Γ0̂9̂)

)
ε = 0 (4.7)

The vanishing of the dilatino variation demands that the following two conditions to
be imposed (

Γm̂ +
1

4!
εm̂n̂p̂q̂r̂Γ

n̂p̂q̂r̂
)
ε = 0 (4.8)

7
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and

Γ0̂ε = Γ9̂ε = −ε (4.9)

The first one is the usual D4-brane supersymmetry condition even in flat space, where
as the second condition is a projection condition on the spinors. By using (4.8) and
(4.9), all the gravitino variations are satisfied leaving the following equations to have
a constant spinor as a solution.

∂0ε = 0, ∂αε = 0, (α = 3, · · · , 9), ∂iε+
µ

2
JijΓ

ĵ9̂ε = 0, (i = 1, 2) . (4.10)

Hence the D4-brane in the n = 1 Gödel model preserves 1/4 of the total spacetime
supersymmetry. Similarly one can analyze the spacetime supersymmetry of the D2-
brane presented in (3.10) by solving the dilatino and gravitino variations.

5 Conclusions

We have presented in this paper a class of Gödel universe backgrounds from non-
standard intersecting branes in supergravity. These supersymmetric backgrounds are
different from the already known ones due to the presence of various constant NS-
NS and R-R field strengths. We have further presented the supergravity solutions
of D-branes in type IIA theory in some Gödel universes which are obtained from
the corresponding PP-wave backgrounds. The supersymmetry properties of these
branes are analyzed in detail by solving the dilatino and gravitino variations explicitly.
The worldsheet construction of these branes can be carried out by following [6][4]
and looking at the mixed boundary conditions properly. It will be interesting to
completely classify all the supersymmetric branes in Gödel universes of various kind.
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Heavy metals like lead, cadmium, and mercury ions even in low 
concentrations are known to cause neurological, reproductive, 
cardiovascular, and developmental disorders. In this review, the 
fluorescent and colorimetric carbohydrate based sensors are 
classified accordingly and discussed their Hg2+ sensing ability. 

 

Keywords—Carbohydrate, Triazole, Heavy metals, Sensor, 
Mercury (II) ion. 

I.  INTRODUCTION 

Among various heavy metal ions, Hg, Pb, and Cd are 
banded in electronic and electrical equipment by European 
Union's Restriction on Hazardous Substances Directive 
(RoHS) due to hazardous nature [1]. Heavy metal ions are of 
great concern, not only among the scientific community, but 
also chemists, environmentalists and biologists. People are 
very concern over the cruel risk of heavy metal pollution in 
environment, food, and products [2]. Heavy metals are 
individual metals that can affect human health extensively 
(Fig. 1). 

.  

Fig. 1: Effects of heavy metals in human health 
 
 

Recently, Environmental Protection Agency (EPA) and World 
Health Organization (WHO) have strictly fixed the 
concentration of these metal ions in the drinking water [3]. In 
this review, we have particularly focused carbohydrate based 
sensors to detect Hg2+, because of its high toxicity, strong 

damage to the central nervous system, and accumulation of 
mercury in the human and animals which can lead to serious 
debilitating illnesses [4]. Mercury is widespread in air, water, 
and soil by many sources like coal and gold mining, fossil fuel 
combustion, barometers, dental amalgams, and mercury vapor 
lamps etc. Although, many different chemical sensors have 
been discussed in various articles [5] to detect heavy metal 
ions but sugar based chemosensors for selective detection of 
mercury ions are rare [6]. Therefore on the basis of the 
aforesaid information, we have intended in carbohydrate 
modified sensor for Hg2+ ions detection. Overall we would 
like to provide a general over view of the design and 
applications of Hg2+selective carbohydrate based 
chemosensors in this review. 

II. CARBOHYDRATE BASED MERCURY (II) SENSOR 

 ‘In-built’ chiralities in carbohydrates and the presence of 
hydroxyl groups and oxygen atoms are quite suitable for 
cations binding and high water soluble nature of 
carbohydrates. Carbohydrates can be chemically switched 
between different conformations after binding with metal ions. 
In this respect, water soluble and biologically benign 
carbohydrate based sensors would be used in vitro and in vivo 
applications. Thus, the design of carbohydrate based 
chemosensor is good strategy for detecting metal ions. On the 
basis of the above things, Bai et al., reported that the reaction 
of 2-quinolinecarboxaldehyde with D-glucosamine in 
methanol solution afforded a sugar-quinoline fluorescent 
chemosensor 1 (Scheme 1) [6a]. Sugar ring of the compound 
shows 4C1 conformation but after co-ordination with Hg2+, the 
conformation is changed (4C1). Chemosensor 1 can detect 
Hg2+ in natural water. Initially the compound does not show 
any fluorescence but after binding with mercury (II), the 
compound shows fluorescence. Uv-vis spectrum of 
carbohydrate based chemosensor  in aqueous solution exhibits 
a broad band at about 310-320 nm and a quantum yield of 
0.005, but after addition of excess Hg2+ ions to solution of 1 
result in a 65-nm blueshift of the emission band (λem 415 nm) 
and∼10-fold fluorescence enhancement (Fig. 2). The dramatic 
blue-shift is attributed to PCT from the hydroxyl group to the 
quinoline moiety, and the fluorescence enhancement to 
alleviation of PET. Glucosamine 1 shows maximum emission 
in the presence of∼20 equiv. of Hg(II), forms a 1:1 complex 
with Hg(II). Wu et al. reported a fluorescent sensor 2 (Fig 3), 
with a furanoid-based sugar-aza-crown ether (SAC) and two  
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Scheme 1: Structural changes of sugar-quinoline 
chemosensor.
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Fig. 2: Change of emission spectra of 1 upon addition of 
increasing concentrations of Hg2+. 

triazole moieties as the binding sites, and two anthracene 
moieties as the signalling units [6b]. The reported fluorescence 
sensor 2 exhibits highly selective and efficient fluorescence 
behaviour for Hg2+ ions in methanol. The fluorescence 
intensity of sensor 2 depends upon the polarity of the solvent. 
In polar solvent, the fluorescence intensity is more.  
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Fig. 3: Sugar-aza-crown ether based sensor 

Fluorescent sensor 2 showed gradual decrease in fluorescence 
as the concentration of Hg2+ ion increased (Fig 4). The 
fluorescent sensor   exhibits highly selective and efficient 
fluorescence behaviour for Hg2+ ions in methanol. Compound 
2 showed fluorescence due to the presence of anthracene 
moiety, which is quenched by Co2+, Ni2+, Hg2+ and Cu2+ ions. 
Out of these ions, Hg2+ and Cu2+ ions are most effectively 
quenched the fluorescence intensity. The fluorescent 
quenching mechanisms of 2 with Hg2+ion was explained by  
  

 
Fig. 4: Fluorescence spectra of 1 upon addition of increasing 
concentrations of Hg2+. 
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the reverse PET mechanism involving the anthracene group as 
an electron donor and the triazole group as an electron 
acceptor. 

They also reported pyrenyl-appended triazole based 
carbohydrate 3 [6c] (Scheme 2) for selective detection of 
Hg2+. The maximum absorption wavelength of pyrene in 3 
showed a strong excimer emission at 478 nm but excimer 
fluorescences diminised dramatically upon addition of Hg2+, 
probably because of the quenching induced by electron 
transfer (Fig. 5). Fluorescence titration of 3 (10 µM) in 
presence of different concentrations of Hg2+ ions in 
DCM/MeOH showed the gradual decrease  of fluorescence 
intensity upon addition of increasing concentrations of  Hg2+ 
ions. From the titration result, the detection limit for the Hg2+ 
ion was determined to be 10 µM. The detection limit is 
sufficiently low to detect the submillimolar concentration of 
Hg2+ ion found in many chemical and biological systems. 
Maximum fluorescence change was observed when compound 
3 forms a 1:1 complex with Hg(II).  

 

Fig. 5: Fluorescence spectra of 3 upon addition of increasing 
concentrations of Hg2+. 

In another study, Das et al., observed that bis-sugar-riazole 
based gelator molecule 4 showed better affinities towards Hg2+ 
ion (Scheme 3) [6d]. Uv-visible spectra for gelator 4 with  
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Scheme 3: Sugar based bis-triazole sensor for Hg2+ ions.
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Fig. 6: Uv-visible spectra of compound 4 upon addition of 
various metal ions. 

different metal ions showed that the binding ability of 
compound 4 with Hg2+ is significant (Fig. 6). 

Conclusions 

In this review, we covered the development of 
carbohydrate based chemosensor exciting fluorescent and 
colorimetric sensors for Hg2+ detection. We believe this 
research area will become more active due to the biological 
and environmental significance of heavy metals basically Hg2+ 
ions and further investigations are to be needed in this field in 
order to develop better sensing systems for the detection of 
heavy metal ions in real-world applications. 
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ABSTRACT

Unsteady flow of a thin liquid film over a porous

stretching sheet has been studied in presence of trans-

verse magnetic field under the assumption of uniform

initial film thickness. The couple non-linear system of

the governing partial differential equations are solved

numerically by finite difference technique. The rate of

film thinning decreases with the increase of the Darcy

number and Hartmann number respectively. The thick-

ness of the liquid film increases with increase of the

suction parameter whereas the opposite phenomena is

observed for the injection parameter.

Key Words: Thin liquid film, Porous sheet, transverse

magnetic field, Suction/injection.

1. INTRODUCTION

The flow of a thin viscous liquid film from a stretching

boundary is important in process industry such as the

1Corresponding author

E-mail addresses: susantamaiti@gmail.com

extrusion of sheet material in to the coolant environment.

In a melt-spinning process, the extrudate from the die

is generally drawn and simultaneously stretched into a

filament or sheet, which is then solidified through rapid

quenching or gradual cooling by direct contact with

water or chilled metal rolls. Crane [1] first studied a

steady two-dimensional boundary layer flow due to the

stretching of a sheet. The work of Crane [1] was sub-

sequently extended by many researchers either by con-

sidering the effects of rotation, heat and mass transfer,

chemical reaction, MHD, non-Newtonian fluid or differ-

ent possible combinations of these above effects(see [2]

- [6]). Cheng and Minkowycz [7] have studied the flow

of the viscous fluid about a vertical impermeable flat

plate in a saturated porous medium. The boundary layer

flow of viscous liquid over a porous stretching sheet

are investigated by Abel and Veena [8], Elbasbeshy and

Bazid [9], Ali and Mehmood [10]. Where as, the effects

of suction or injection on the boundary layer flows due

to a stretching of the wall has been analyzed by Erickson

et al. [11], Gupta and Gupta [12], Chen and Char [13],

Elbasbeshy and Bazid [9]. The unsteady boundary layer

flow of finite liquid film due the stretching of a sheet was

first considered by Wang [14]. In this study, he used a

special type of similarity transformation which reduces

the boundary layer equations to a non-linear ODE and

then solved numerically. The work of Wang [14] further

extended by [15]-[18] to the case of power-law fluid,

heat transfer, effects of thermocapillarity, variable fluid

properties, heat source or sink etc.

It is to be mentioned here that the study of unsteady

flow due to the stretching of a sheet has not yet received

adequate attention when the film and the fluid boundary
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layer thickness coincide. If the thickness of the liquid

film either coincides or lies within the boundary layer

thickness then one needs to consider the full set of

Navier-Stokes equations to study such flow problem.

Recently Dandapat and Maity [19] have studied the

development of thin liquid film over an unsteady stretch-

ing sheet by considering the full set of Navier-Stokes

equations with nonuniform film surface and able to show

that the final film thickness neither depends on the type

of initial distribution of the liquid nor the initial amount

of liquid deposited over the stretching sheet.

To the best of our knowledge, the study of thin liquid

film development over a porous stretching sheet by

considering full Navier-Stokes equations in presence of

transverse magnetic field has been not reported yet. In

this article, we are interested to study the flow a thin

liquid film over an unsteady porous stretching sheet in

presence of transverse magnetic field, suction or injec-

tion by considering full set of momentum equations. We

assumed that the initially deposited liquid film over the

stretching sheet is planer and remain planer throughout

entire process of stretching as well as film thinning.

2. MATHEMATICAL FORMULATION

We consider the unsteady flow of a thin liquid film of

uniform thicknessh0 over a porous stretching sheet in

presence of uniform transverse magnetic fieldB0. The

x-axis is chosen along the plane of the sheet andz-axis

is taken normal to the plane. The surfacez = 0 starts

stretching impulsively from the rest with the velocity

ax, a being constant with dimension of[time]−1. The

porous medium is assumed to be constant permeability

k
′

(> 0) and the porosityφ(0 < φ < 1), the effects

of pores on the velocity field obey the Darcy’s law

∇p = −
νφ

k
′ V is given by Neild and Beijan [20], where

V = (u,w), p and ν are the velocity vector, pressure

and kinematic viscosity of the liquid respectively. The

governing set of equations are

∇ · V = 0, (1)

Vt+(V·∇)V = −∇p/ρ+ν∇2V−
νφ

k′
V−

σ0

ρ
(V×B0)×B0,

(2)

whereρ, σ0, are the density and electric conductivity of

the liquid respectively.

No-slip and no penetration conditions on the surface of

stretching sheet in presence of suction and injection are

given respectively by

u = ax, w = −Ws, (3)

The velocityWs is taken to be positive or negative for

the suction or injection at the porous stretching wall.

At the free surfacez = h(t),

pa − p+ 2µ
∂w

∂z
= 0, (4)

∂u

∂z
+

∂w

∂x
= 0, (5)

dh

dt
= w, (6)

wherepa and µ are the atmospheric pressure and dy-

namic viscosity of the liquid, respectively. Equations

(4) and (5) denote respectively, the vanishing of the

normal and shear stress at the free surface. Equation (6)

represents the kinematic condition at the free surface.

The initial conditions at timet = 0 are

u = 0, w = 0, h(0) = h0. (7)

Now we introduce the following similarity variables

(see [21])

u(x, z, t) = xF (z, t), w(x, z, t) = W (z, t), (8)
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p(x, z, t) = −
x2

2
A(z, t) +B(z, t), (9)

Substituting (8)-(9) into the system of equations (1) -(2)

and equating the like order terms ofx from both sides,

we have

F +
∂W

∂z
= 0, (10)

∂F

∂t
+F 2+W

∂F

∂z
=

A

ρ
+ν

∂2F

∂z2
−
νφ

k′
F−

σ0B
2
0

ρ
F, (11)

∂W

∂t
+W

∂W

∂z
= −

1

ρ

∂B

∂z
+ ν

∂2W

∂z2
−

νφ

k′
W, (12)

∂A

∂z
= 0, (13)

Under the above similarity transformation (8)-(9) the

boundary conditions are reduced as:

at z = 0,

F = a, W = −Ws, (14)

at z = h(t),

A = 0,

B = 2µ
∂W

∂z
,











(15)

∂F

∂z
= 0, (16)

dh

dt
= W. (17)

The transformed initial conditions are:

F = 0,W = 0, h(0) = h0. (18)

Equation (13) is solved by using the boundary condition

(15), we getA(z, t) = 0. B(z, t) can be found by

integrating equation (12) with respect toz, from z to

z = h(t). Finally one may evaluate the pressure from

the equation (9). The following dimensionless quantities

ẑ =
z

h0

, ĥ =
h

h0

, t̂ = ta, F̂ =
Fh0

U0

, Ŵ =
W

U0

, (19)

may be introduced into the system of equations, bound-

ary and initial conditions, hereU0 = ah0 is the charac-

teristic velocity.

The set of dimensionless governing equations after drop-

ping the hat over the dependent variables, we get

F +Wz = 0, (20)

Re
[

Ft + F 2 +WFz

]

= Fzz −DaF −M2F, (21)

whereRe = U0h0

ν
, Da =

φh2

0

k
′ , M = B0h0

√

σ0

ρν
are the

Reynolds number, Darcy number and Hartmann number,

respectively.

The dimensionless boundary conditions are,

at z = 0;

F = 1,W = −V, (22)

whereV = Ws

U0

is the dimensionless suction/ injection

velocity (V > 0 and V < 0 denotes the suction and

injection respectively),

at z = h(t);

Fz = 0, (23)

ht = W. (24)

The initial conditions (t = 0) are

F = W = 0, h = 1. (25)

3. NUMERICAL SOLUTION

The coupled nonlinear system of equations (20) - (21)

with the corresponding boundary and initial conditions

are solved by using the finite difference method. Here,

it is important to mention that the film thickness is

continuously decreasing with time, so the conventional

finite difference method can not be used here. Due to

this reason, the time dependent physical domain[0, h(t)]

is transformed into a fixed computational domain[0, 1],

such that the film thickness will always remain fixed

in the computational domain. Further, care has been

taken through a fine grid distribution for the large
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velocity gradients that may be present near the stretching

surface. It should be pointed out here that the same

transformation will be useful for fine as well as uniform

grid distribution. Following Robert [22], we choose the

transformation as:

ξ(t) = 1− a1ln

(

a2h(t)− z

b2h(t) + z

)

, 1 < c < ∞. (26)

Here a1 = [ln(a2/b2)]
−1, a2 = c + 1 and b2 = c − 1.

The parameterc controls the grid spacing in the physical

domain. Small values ofc cluster grid points at the sur-

face where large values make the grid spacing uniform

throughout the liquid film. The Crank-Nicholson scheme

is used to solve the transformed nonlinear system of

equations (20) - (21) after approximating the nonlinear

terms by the Newton’s linearization technique [23].

Computation is carried out in each time level on the fol-

lowing linear tridiagonal system of algebraic equations

P1F
n+1

j−1 +Q1F
n+1

j +R1F
n+1

j+1 = (S1)
n
j , (27)

where

P1 =
B −A

4δξ
−

C

2δξ2
, Q1 =

1

δt
+

C

δξ2
+ 2Fn

j ,

R1 =
A−B

4δξ
−

C

2δξ2
,

(S1)
n
j = Fn

j

[

1

δt
+ Fn

j −
C

δξ2
−

Da

Re

−
M2

Re

]

+ Fn
j−1

[

A−B

4δξ
+

C

2δξ2

]

+

Fn
j+1

[

B −A

4δξ
+

C

2δξ2

]

,

A =
a1(a2 + b2)(h

nWn
j − ξjh

n
t )

(a2hn − ξj)(b2hn + ξj)
,

B =
a1(a2 + b2)h

n[(b2 − a2)h
n + 2ξj ]

Re(a2hn − ξj)2(b2hn + ξj)2
,

C =
1

Re

[

a1(a2 + b2)h
n

(a2hn − ξj)(b2hn + ξj)

]2

.

At a particular time levelFn+1

j is computed from

(27). The velocityWn+1

j is obtained from the continuity

equation (20) by using the values ofFn+1

j at that time

level. OnceWn+1

j is determined, its value at the free

surface is then substituted in kinematic condition (24)

to obtain the film thickness. The process is continued

until it achieves the desired level of film thickness.

Computation domain[0, 1] is discretized by 51 grid

points with c = 104, this provides the uniform grid

distribution in physical domain as well as computational

domain. The time step has been calculated by

δt ≤ 0.25× δξ2. (28)

This comes from the CFL condition of numerical stabil-

ity. The time stepδt is chosen smaller than value that

satisfied the stability condition for linear equation due to

coupled nonlinear system.

4. RESULTS AND DISCUSSION

Figure 1 represents the variation of film thickness

with time for different values of the Darcy number

Da. It is evident from the figure that the rate of film

thinning decrease with the increasing value of the Darcy

number. The increasing Darcy numberDa implies that

the porosityφ of the porous medium on the stretching

surface increases and it resist the film thinning process.

Figure 2 and 3 show the variation of film thickness

with time for different values of suction or injection

parameterV respectively. It is clear from the figure 2

that the film thinning is more with increasing values

of the suction parameter. In the figure 2, the reverse

phenomena is observed in case of injection. Due to the

continuous suction from the stretching wall there will

be loss of liquid mass from the stretching surface, as

a result the film thickness decreases with increase of
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Fig. 1. Variation of film thicknessh with respect to timet for different
values of Darcy numberDa with Re = 1, V = 0.01 andM2

= 1.0.
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Fig. 2. Variation of film thicknessh with respect to timet for different
values of suction parameter withRe = 1, Da = 1 andM2

= 1.0.

the suction parameter. But for the injection there will

be continuous gain of liquid mass that increases the

film thickness. Figure 4 depicts the variation of the film

thickness with time for different values of the Hartmann

numberM for the fixed values ofRe, V and Da .

It is evident from the figure that the thinning rate is

considerably reduced with increase values ofM . This is

due to fact that asM increases the magnetic line of force

put greater resistance on the film on the film thinning

process. Figure 5 shows the variation of the horizontal

velocityF with respect toz at timet = 1.5 for different
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Fig. 3. Variation of film thicknessh with respect to timet for different
values of injection parameter withRe = 1, Da = 1 andM2

= 1.0.
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Fig. 4. Variation of film thicknessh with respect to timet for different
values of Hartmann numberM with Re = 1, Da = 1 andV = 0.01.

values of Darcy numberDa. It is observed from the

figure that horizontal velocityF decrease with increasing

the Darcy numberDa. It is also clear from the figure

that the film thickness decreases with the increase of the

Darcy number. Figure 6 and 7 represent the variation

of the velocity componentF with z for different values

of the suction and injection parameter respectively. It is

evident from the figure 6 that the horizontal velocityF

increases with the increasing of suction at the stretching

wall whereas the opposite behaviour is observed in case

of injection from the Figure 7.
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5. CONCLUSION

Effects of porous medium and suction/injection on

film development over an unsteady stretching sheet

is analyzed numerically in presence of the transverse

magnetic field. It is assumed that the initially deposited

liquid film over the stretching sheet is uniform and

its remain uniform throughout the entire process of

stretching. The following observations have been made

from the present investigation. 1. The film thinning rate

decreases with increase of the porosity of the porous

medium.
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Fig. 7. Variation of horizontal velocityF with respect toz for
different values of suction parameter withDa = 1, M2

= 1, Re = 1.

2. Increasing suction is responsible for quicker thinning

of film whereas increasing injection slowdown the film

thinning process.

3. Film thinning rate decreases with increase of the

Hartmann number.
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Abstract 

Perfect secrecy can be attained with the help of variable keys that change from session to session or data to 
data. An idea of Automatic Variable Key (AVK) is a novel approach in terms of time variant key.  In AVK, the 
key is made variable by an agreement that creates new key for each data. In this paper, a new technique to 
generate AVK has been proposed. In this technique, successive keys will be generated based on the number of 
1’s in the previous key and the key’s positions in the key set. The technique has also been compared with other 
related key generation techniques of AVK to prove its excellency. 
 
Keywords: Perfect Security, AVK, UDAVK, Randomness, Average Randomness. 

 
1. Introduction 
 

As day by day the volume of information traffic rises, security threats and attacks 
also increases. Therefore, to provide high level security to a cryptosystem is extremely 
desirable and it demands good amount of research and investigation in this area. In all 
cryptosystem, the challenge of the designer is to protect the key so that it can be unbreakable 
from various such attacks. Shannon had addressed the theory of perfect secrecy with time 
variant key [1-2]. According to Vernum, it would be impossible to break the key if the key is 
made time variant in nature. The idea of time variant key can be implemented by changing 
the key from one session to another along with the transmission of data [3-6]. Automatic 
Variable Key (AVK) had been introduced in this field as an idea of time variant key [7-10]. 
As per literature survey AVK is a novel approach to achieve perfect security. 

In AVK, the key is made variable with exchanged data between a sender and a 
receiver. A new key is generated every time a data is exchanged which can be defined as: 

 
K0 = initial secret key 
Ki = Ki-1⊕Di-1,                   for all i >0 
 
Where, Ki-1 and Di-1 are key and data in the (i-1)th session respectively. 
AVK can be applied in both private and public key cryptography. By using the AVK, 

it can be shown that various kinds of attacks such as brute force attack, frequency attack and 
differential frequency attack can be substantially reduced. Later different variations of AVK 
have been introduced for better security of a system.  

Goswami et al. defined Computational Shifting AVK (CSAVK)[11] where the keys 
are generated by doing XOR operation between keys and data. In CSAVK, before performing 
XOR operation, key is shifted right (bit wise) and data is shifted left (bit wise).  
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According to Alternate Shifting AVK (ASAVK) [12], the keys are generated by 
block wise shift of previous key and block wise shift of previous data. Shifting depends on 
total length of key divided by two and total length of data divided by two. Finally, XOR 
operation is carried out between key and data.  

In 2013, Goswami et al. has proposed Decimal Shifting AVK (DSAVK) [13] in 
which key is generated by XOR operation between bitwise right shift of the previous key and 
previous data. The key shift depends upon the decimal value produced after performing XOR 
operation of previous key and previous data.  

In Key Variation with Random Number (KVRN) [14] technique, initial key and one 
numeric value (m) are exchanged between the sender and receiver. Then, subsequent keys can 
be generated by adding previous key with a number (X) and X varies from 1 to m by 
incrementing (X++). Whenever X becomes m, then another key and another numeric value 
(n) will be exchanged.    

In PROTOCOL-I technique [15], initial key and one noise burst (m) are exchanged 
between the sender and the receiver by RSA. Where, subsequent keys are generated by 
applying AVK technique. When X=m, another key and another noise burst (n) will be 
exchanged further.  
 
2. New idea  
 

Here, we are trying to propose a new idea for the generation of keys called Up 
Down AVK (UDAVK) with an aim to enhance the level of security by increasing the 
randomness among the successive keys. The proposed algorithm can be stated as: 
 

1. Initial key (K1) is exchanged between the sender and the receiver through key 
distribution center. 

 
2. (a) For even positioned key (K2i),  

    Even positioned intermediate key (Kʹ
2i) = the previous key (K2i-1)-2n for i>0 

    where n is the number of 1’s present in the previous key. 
    Then,    even positioned Key (K2i) = 2’s complement of the even positioned     
    intermediate key (Kʹ

2i)  
(b) For odd positioned key (K2i+1), 
    Odd positioned intermediate key (Kʹ

2i+1) = the previous key (K2i) + 2n for i>0 
    where n is the number of 1’s present in the previous key.  
    Then, Key (K2i+1) = 2’s complement of the odd positioned intermediate key    
    (Kʹ

2i+1)  
 

3. Subsequent keys will be generated by repeating the step 2 for i = 1 to m, where m 
is the number of keys required to generate. 
 

For illustration, let us consider the following examples: 
Example-1: We consider that initial data D0 is sent by the sender in encrypted 

form using the initial key K1(10001000). In this key (K1), the number of 1’s is 2. As the 
2nd key is an even positioned key, so by applying 2(a) we get 2nd positioned 
intermediate key, Kʹ

2 as 10000100. Then taking the 2’s complement of Kʹ
2, we will get 

2nd positioned key, K2 as 01111100. Now, second key, K2 contains five 1’s. To find out 
third key, we will apply 2(b) (as third key is an odd positioned key) and 3rd positioned 
intermediate key, Kʹ

3 becomes 10011100.  By taking 2’s complement of Kʹ
3, we can get 
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3rd positioned key, K3 as 01100100. This way by applying Up Down AVK, we can 
generate the successive keys for secure data transmission. 

Example-2: In this case, assume that initial data D0 is sent by the sender in 
encrypted form using the initial key K1(11001100). In this key (K1), the number of 1’s 
is 4. For second positioned key (K2), we apply 2(a) and we get 2nd positioned 
intermediate key, Kʹ

2 as 10111100. Then taking the 2’s complement of Kʹ
2, we will get 

2nd positioned key, K2 as 01000100. Now, second key, K2 contains two 1’s. To find out 
third key, we will apply 2(b) and 3rd positioned intermediate key, Kʹ

3 becomes 1001000.  
By taking 2’s complement of Kʹ

3 we can get 3rd positioned key, K3 as 10111000. This 
way by applying Up Down AVK, we can generate the successive keys. 

 
3. Analysis and comparison 
 
For analysis purpose, we have considered randomness as a parameter which measures 
the amount of variation that exists between two successive keys. Randomness is equal 
to the number of positions at which the corresponding bits are different. We have used 
10101010 as the initial key and after the execution of UDAVK, we get a set of keys as 
{10101010, 01100110, 10001010, 01111110, 01000010, 11000010, 00110110, …, }. 
Then we calculate randomness between two successive keys. After plotting the 
randomness as Y-axis and data as X-axis, the following graph (Fig. 1.) has been 
observed. 
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Fig. 1. Randomness of keys of Up Down AVK 

Our proposed algorithm is compared with other related key generation 
techniques such as AVK, CSAVK, ASAVK, DSAVK, KVRN, PROTOCOL-I, 
PROTOCOL-II, PROTOCOL-III based on their average randomness. For the analysis 
purpose, we have used the same initial key (10101010) for all the protocols. The 
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individual successive keys are generated by applying the above mentioned techniques. 
Then, average randomness is calculated for each technique. The analysis reveals that 
our technique gives the best result amongst all the techniques. As average randomness 
is more in our protocol, therefore this technique is able to provide more security to a 
system as compared to other related techniques. The superiority of our technique is 
illustrated in Fig. 2. 
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Fig. 2. Comparison of average randomness of Up Down AVK with other related 

techniques 
 

4. Conclusion  
 

In this paper, we have proposed a new technique, UDAVK to generate the successive keys 
under time variant mechanism. In the analysis and comparisons phase, we have shown that how our 
scheme can enhance the security by increasing the average randomness as compared to existing 
schemes. Hence, we can conclude that our proposed scheme can provide the perfect security over 
insecure communication channel. 
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